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Our European projects on medical AI evaluation

Vivaldy - VerIfication and Validation of Ai-

enabLeD sYstems

Three year (2020–2023) PENTA project

https://vivaldy-penta.eu/

REALM - Real-world-data Enabled Assessment 

for heaLth regulatory decision-Making 

Four years (2023-2027)  Horizon Europe 

project

https://realm-ai.eu/

TEF-Health - Testing and Experimentation 

Facility for Health AI and Robotics

Five year (2023-2028) Digital Europe project

https://www.tefhealth.eu/

NoBoCap - Notified Body Increased Capacity

Three year (2023-2026) EU4Health project 
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Smart eye screening 
solutions

https://mona.health



vito.be

There seems to be little guarantee that the good results 

found with the AI lab evaluations will always be 

obtained in the clinical practice
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Is an elaborated evaluation the solution?

Data from > 100.000 patient encounters from > 300 

medical centers used for model training and evaluation
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Is explainable AI the solution?
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Is explainable AI the solution?
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Our research in REALM

12

Training data DL model 

development

DL model deployment

DL model refinement

Innovation 1: smart model monitoring
• Reduce need for manual monitoring

• Be compliant with PMS requirements from 

regulatory bodies

DL model testing

AI product life cycle

Innovation 2: Better predict 

‘real-world’ model 

performance 
• Better evaluation methodology

• Model robustness scores

• Estimate performance on fine 

grained subpopulations using 

RWD and synthetic data

Innovation 3: Efficient 

DL model retraining
Reduce need for manual 

labeling
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Model performance monitoring

▪ OOD detection

▪ Send most uncertain cases to human
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